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Abstract
One very important field of application of pattern recognition is character recognition. But, until now, almost all character-recognition systems make an implicit assumption that the script and/or the language of the document to be processed is known. This may not be true in an international environment. So, script identification plays an important role in automatic processing of document images. In this paper, we present a new script identification algorithm that can identify the same from the characters in a handwritten document. The proposed scheme is based on training via clustering and classification using possibilistic membership grades of a character to all the script classes. This enables the recognizer to work with ambiguous and uncertain cases. The recognizer may reject a pattern when it can not make any clear decision ensuring high reliability. Simulation results confirm the effectiveness of the proposed script-identification technique.
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1. Introduction

1.1. Optical character recognition
One very important field of application of pattern recognition is character recognition. Character recognition is better known as optical character recognition (OCR) since it deals with optically processed characters. Character recognition is an interesting problem in the present-day world because of its many applications.\(^1\) Several techniques for the recognition of both machine- and hand-printed characters had been reported in the past.\(^1\) Presently, recognition rates for machine-printed characters can reach over 99%, and so may be considered a solved problem.\(^5\) But, in the case of hand-printed characters, it is yet to achieve the level of reliability required for practical applications. The inherent difficulty in handwritten character recognition is due to large variations among characters of the same class and similarities among characters belonging to different classes. Despite extensive research in this field for over four decades, there is a large gap between human- and machine-reading capabilities for hand-printed characters. This has imposed a challenge to computer scientists and hence there is still a significant amount of ongoing research in the field of handwritten character recognition.

1.2. Script recognition
Until now, character-recognition systems used script-specific methodologies. Almost all existing works on OCR make an implicit assumption that the script and/or the language of the document to be processed is known. But, in an international environment, where documents written in many scripts may be presented to an OCR system for processing, prior knowledge of
the script used in the document is essential for choosing an appropriate OCR algorithm (Fig. 1). This plays an important role in routing of facsimile documents as they arrive so that appropriate secondary analysis, which may include OCR, is selected for each document. This may also be used for reading postal codes that may be written in any script and then sorting out the letters appropriately through secondary analysis. Some other applications, such as indexing or translation, depends on identifying the language used in a document. For scripts used by only one language, script identification is a necessary first step for identifying the language of a document. Discrimination between languages using the same script (alphabets and numerals) requires a second level of processing which identifies common usage of the alphabets/numerals. So, in an international environment, script identification plays an important and key part for automatic processing of document images.

Generally, one can deduce a document's script and language from its country of origin, or by examining the document. So, till the early years of this decade, scientists were satisfied with manual recognition of script/language. But, as the world is getting increasingly interconnected, there is a real need for automatic script identification. With increasing demand for document processing in our day-to-day life, people frequently face situations where the volume and variety of scripts/languages make such manual identification unworkable. Also, in a country like India, where a large number of scripts and languages are in use, the country of origin is not at all a useful information to decide the script/language of a document. This has motivated the research on script/language recognition in the field of OCR. Researchers of the OCR community have recently concentrated on developing OCR systems that can identify the script of a document prior to recognition of characters in the document. Such OCR systems are versatile in the sense that they can process documents written in any of the scripts (or languages) within its knowledge. However, research in script identification is in its early stage and hence, not much literature is available in this field.

2. A brief survey of script recognition

Most of the researches on script identification aim at extracting some characteristic features from an input document that distinguish one class of script from others. In general, script identification is based on stroke structure and connections and the fundamentally different writing styles associated with different character sets. So, some initial efforts to identify scripts used in preparing documents were based on connected component analysis. Wood et al.\textsuperscript{7} offered an algorithm for determining the script of machine-generated documents. The algorithm is based
on a combination of Hough transform approach and standard morphological filtering operations of erosion and dilation. The algorithm given by Hochberg et al.\textsuperscript{8,9} develops a set of representative symbols (templates) for each script by clustering textual symbols obtained from a set of training documents. ‘Textual symbols’ include discrete characters in scripts such as Cyrillic, as well as adjoined characters, character fragments, and whole words in connected scripts such as Arabic. Their algorithm discovers frequent characters or word shapes in each script from a set of training documents and develops a set of representative symbols (templates) for each script by clustering these textual symbols. To identify a new document’s script, the system compares a subset of symbols from the document to each script’s templates, screening out rare or unreliable templates, and choosing the script whose templates provide the best match. A texture-based approach is proposed.\textsuperscript{10-12} Since different scripts often have distinctive visual appearances, a block of text in each script may be regarded as a distinct texture pattern. Any standard texture-classification algorithm, hence, may be employed to perform script recognition. A unified syntactic approach to script recognition is presented in Malaviya et al.\textsuperscript{13} The fuzzy pattern description language FOHDEL is used to store fuzzy feature values in the form of fuzzy rules. These fuzzy rules aid in decision making during classification. Spitz\textsuperscript{14} has developed a scheme for automatic language identification on the basis of character density or optical density distribution. Spitz’s work has been extended in Deng et al.\textsuperscript{15} to cope with complex degraded document images and with more languages.

In all the script-identification techniques described above, except the algorithm proposed by Hochberg et al., the document as a whole is treated as the input pattern and the algorithms attempt to extract some distinguishing features from it. The algorithm proposed by Hochberg et al. uses cluster-analysis methodology. But the algorithm must include a large number of documents in the training set. Also, these documents must be large in size and need to be used as a whole during the training process. This is required to guarantee the formation of templates for all possible textual symbols in a script. Moreover, the algorithm has no provision for discriminating one script from another that have some textual symbols common between them. This has motivated the development of our new cluster analysis-based script identification scheme.

3. Proposed script identification scheme

3.1. Training algorithm

In our script recognition technique, the representative patterns for each class of script is generated from samples belonging to all the different classes of characters used in that particular script, rather than from samples of text documents. The sample patterns are mathematically represented in the form of vectors, and so also the prototype (representative) patterns. The vectors are formed via extraction and selection of some characteristic feature values from the given pattern.\textsuperscript{16}

The training patterns (samples) are supplied with known class labels, i.e. both the script class and the character class are known for each training pattern. The recognition system may be trained to develop some classification rules using these training samples. But, samples belonging to the same class of script and character may exhibit different structures because of the variations in the writing styles from one individual to another. Hence, it is necessary to
variations in the writing styles from one individual to another. Hence, it is necessary to identify all the unknown different structures present in the set of samples belonging to a particular class of script and character. This is accomplished through clustering. In general, any standard clustering algorithm may be used for partitioning of a data set. Some of these algorithms are available elsewhere.\textsuperscript{17–23}

Suppose, there are a total of $K$ script classes and the number of character classes in the $q$th script be $K^q$. Then, the set of training patterns may be represented as

$$\chi_{\text{trg}} = \chi^{(1)} \cup \chi^{(2)} \cup \ldots \cup \chi^{(K)} = \bigcup_{q=1}^{K} \chi^q$$ \hspace{1cm} (1-a)

where $\chi^q$ is the set of training patterns belonging to the script class $q$, given as

$$\chi^q = \chi^{(q,1)} \cup \chi^{(q,2)} \cup \ldots \cup \chi^{(q,K(q))} = \bigcup_{e=1}^{K(q)} \chi^{q,e}.$$ \hspace{1cm} (1-b)

The set $\chi^{q,e}$ represents the set of all training samples corresponding to the $e$th character class of the $q$th script. Each of these sets $\chi^{q,e}$, $q = 1, 2, \ldots$, $K$, $e = 1, 2, \ldots$, $K^q$ is subjected to clustering independent of the other sets. However, the number of optimum clusters that may be formed from one such set is generally not known. Any standard cluster validity functional found in the literature\textsuperscript{17 '21 '24 '25} may be used to find the appropriate number of valid clusters that can be formed from a given set of samples and the set is accordingly partitioned into that many clusters. Suppose, the training set $\chi^{q,e}$ is partitioned into $\chi^{q,e}_1$, $\chi^{q,e}_2$, $\ldots$, $\chi^{q,e}_{C_{\text{opt},qe}}$, where $C_{\text{opt},qe}$ is the optimum number of clusters that may be formed from the set $\chi^{q,e}$. The centroids of these clusters, viz., $y^{q,e}_1$, $y^{q,e}_2$, $\ldots$, $y^{q,e}_{C_{\text{opt},qe}}$, form the set of prototype patterns for the $e$th character class in the $q$th script. Consequently, the set of all the clusters that are generated from the training sets of all the different classes of characters in the $q$th script, i.e., $\chi_j^{q,e}$, $q = 1, 2, \ldots$, $K^q$, $e = 1, 2, \ldots$, $C_{\text{opt},qe}$ forms the complete set of clusters for the $q$th script class and the centroids of all these clusters are representatives (prototypes) of that script class.

3.2. Classification rules

The classification of an input document, in our proposed scheme, is based on the evaluation of the possibilities of belongingness of one or more characters, contained in the document, in different script classes. A measure for the possibility of belongingness of a sample in a cluster is the possibilistic membership grade defined in Krishnapuram and Keller.\textsuperscript{23} The possibilistic membership grade of a character sample $x_n$ in the $j$th cluster of the $q$th character class in $q$th script, i.e. the cluster $\chi_j^{q,e}$, is given as

$$\mu_{j,(q,e)}(x_n) = \left[ 1 + \left( \frac{d^2(x_n, y_j^{q,e})}{\eta_j^{q,e}} \right)^{\frac{1}{m_{(q,e)}-1}} \right]^{-1}$$ \hspace{1cm} (2)
The term \( m_j^{(q,q)} \) is the degree of fuzziness associated with the cluster \( \chi_j^{(q,q)} \). The parameter \( \eta_j^{(q,q)} \) is the squared distance from \( y_j^{(q,q)} \) at which the membership grade of \( x_n \) in cluster \( \chi_j^{(q,q)} \) is half, and hence, referred to as the 3dB parameter. The values of the degrees of fuzziness and the 3dB parameters for all the clusters are suitably chosen during training so as to maximize the number of correctly classified training samples.

Starting from the first character in the input document, and until a clear decision (classification) can be made, the possibilities of belongingness of each character in different script classes are calculated. For the \( n \)th character in the document, say \( x_n \), the first step of the classification algorithm involves the evaluation of \( \mu_j^{(q,q)}(x_n) \), \( q = 1, 2, \ldots, K \), \( q = 1, 2, \ldots, K^{(q)} \), \( j = 1, 2, \ldots, C_{opt,q}^{(q)} \). Subsequently, a class-membership grade for \( x_n \) to each of the \( K \) script classes is assigned. The cluster representing the \( q \)th script class is the union of all the clusters obtained for all the character classes in the \( q \)th script, i.e.

\[
\chi^{(q)} = \bigcup_{q=1}^{K} \bigcup_{j=1}^{C_{opt,q}^{(q)}} \chi_j^{(q,q)}
\]  

In fuzzy set theory, the membership of an element in the set of union of two or more sets is generally taken as the maximum of the memberships of the element in all the component sets. Therefore, the membership grade of \( x_n \) to the \( q \)th script class is defined as

\[
v_q(x_n) = \max_{j=1,2,\ldots,C_{opt,q}^{(q)}} \mu_j^{(q,q)}(x_n)
\]  

This gives the value of confidence of belongingness of the character \( x_n \) to class \( q \). The average value of confidence of belongingness of \( x_n \) to class \( q \), over all the \( n \) characters used so far, is given as

\[
v_{q,avg} = \frac{1}{n} \sum_{i=1}^{n} v_q(x_i)
\]  

The possibilistic class label-vector that is now assigned to the input document is given as

\[
p = [v_{1,avg}, v_{2,avg}, \ldots, v_{K,avg}].
\]  

The task of final decision making with regard to script recognition from the label-vector \( p \) is accomplished by defuzzification of the label-vector. One simple defuzzification rule is to classify the input as belonging to the script class to which it has the maximum value of confidence. But, such a defuzzification rule essentially makes our classification system a hard classifier only and makes it incapable of handling any uncertainty and/or ambiguity. In order to make full use of the information available in the label-vector \( p \) and take final decision accordingly, we propose to include some criteria to reject uncertain and ambiguous cases.

Two types of rejections may occur: (1) Membership and (2) Ambiguity rejection. Membership rejection occurs when \( v_{q,avg} \) for all \( q = 1, 2, \ldots, K \) is very small. This is the case when
the input is highly degraded making it difficult to classify. Ambiguity rejection occurs when at least one class membership (except the highest one) is very close to the highest one. Such a situation occurs when two or more script classes share some similar (or exactly same) characters. Accordingly, we set the criteria for rejecting an input as follows:

1. Reject an input document if the class membership of the input in at least one of the script class does not exceed (or at least equal to) a threshold $T_{memb}$.
2. Reject an input document if the ratio of the second maximum class membership of the input across all the classes to the first maximum is not below (or at most equal to) a threshold $T_{ambg}$.

So, in the next step, the first and the second maximum values of class memberships over all the classes are determined, respectively, as

$$v_{max 1} = \max_{q=1,2,\ldots,K} v_{q,avg} \quad (7-a)$$

$$v_{max 2} = \max_{q=1,2,\ldots,K} v_{q,avg}, \quad v_{q,avg} \neq v_{max 1} \quad (7-b)$$

Now, if $v_{max 1} \geq T_{memb}$ and $(v_{max 2}/v_{max 1}) \leq T_{ambg}$, the script used in the input document is classified as belonging to the class corresponding to $v_{max 1}$. Else, using the next character in the document, the above steps are repeated to modify the possibilistic class label-vector $p$ and then check if classification is possible. If the script of the input document cannot be determined even after all the characters in the document are exhausted, the document is rejected by the classifier.

### 4. Experimental results

In our experiment, we have used numeric characters in four different scripts: Arabic, Hindi, Bengali, and Kannada. That means, for each script class there are ten character classes corresponding to the ten numerals 0 to 9. We train our recognition system with 300 samples for each of the character classes. The character samples are generated artificially using our proposed technique for generation of artificial handwritten characters. Each character is in binary format and is within a rectangular frame of size 32 × 24. The training algorithm described earlier is used to form the set of clusters corresponding to each class of character, and consequently, clusters corresponding to each script class.

<table>
<thead>
<tr>
<th>Actual script class</th>
<th>No. of test documents assigned to script class</th>
<th>Acc rate</th>
<th>Err rate</th>
<th>Rej rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td>47</td>
<td>94.0</td>
<td>0.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Hindi</td>
<td>0</td>
<td>88.0</td>
<td>2.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Bengali</td>
<td>0</td>
<td>96.0</td>
<td>0.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Kannada</td>
<td>0</td>
<td>96.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>93.5</strong></td>
<td><strong>1.0</strong></td>
<td><strong>5.5</strong></td>
<td></td>
</tr>
</tbody>
</table>
### Table II

**Recognition result for documents in different scripts of size six characters**

<table>
<thead>
<tr>
<th>Actual script class</th>
<th>No. of test documents assigned to script class</th>
<th>Acc rate</th>
<th>Err rate</th>
<th>Rej rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hindi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bengali</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kannada</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rejection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arabic</td>
<td>49</td>
<td>98.0</td>
<td>0.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Hindi</td>
<td>0</td>
<td>94.0</td>
<td>2.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Bengali</td>
<td>0</td>
<td>98.0</td>
<td>0.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Kannada</td>
<td>0</td>
<td>96.0</td>
<td>0.0</td>
<td>4.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>96.5</strong></td>
<td><strong>0.5</strong></td>
<td><strong>3.0</strong></td>
<td></td>
</tr>
</tbody>
</table>

For testing, we have used small size documents as input that comprise a small set of disconnected characters written in any of the four different scripts, viz., Arabic, Hindi, Bengali and Kannada, but with no mixing of characters belonging to different scripts. The size of each document (i.e. the number of characters in a document) is taken as four. The characters in each of the documents are generated artificially, following our technique for artificial character generation. The format of each character is the same as that of the training patterns, i.e., they are in binary format and are within a rectangular frame of size $32 \times 24$. The number of test documents used per script is fifty. The characters in each document are generated at random. The string of characters, thus generated, is fed to the recognizer. The script that may have been used in the input document is identified using our proposed script-identification scheme. The result obtained in our experiment is shown in Table I. In a second set of experiment, the size of the documents is increased from four to six. The number of test samples used per script is the same, i.e. 50 samples per script. The recognition result for this is given in Table II.

In the present problem, there exists a large amount of overlapping between clusters. This is due to the similarities among some characters belonging to different script classes and presence of some common characters in different script classes. For example, the Arabic numeral ‘nine’ and the Bengali numeral ‘seven’ looks similar [Figs 2a and 2b] while the Arabic ‘eight’ and the Bengali ‘four’ are the same [Figs 2c and 2d]. So, there exists the possibility of handling ambiguous cases. A reliable classifier must prefer to reject ambiguous and uncertain patterns, rather than taking wrong decisions. The results shown here demonstrate the reliability of our system. This we conclude from the fact that the rejection rate of our classifier is higher than the error rate. However, the compromise between the rejection rate and the error rate can be controlled by varying the two rejection thresholds, $T_{\text{memb}}$ and $T_{\text{ambg}}$. Higher value of $T_{\text{memb}}$ and lower value of $T_{\text{ambg}}$ increases the rejection rate, while the error rate is reduced. This implies,

![Fig. 2a. Handwritten Arabic ‘nine’, b. Handwritten Bengali ‘seven’, c. Handwritten Arabic ‘eight’, d. Handwritten Bengali ‘four’.](image-url)
higher $T_{\text{memh}}$ and lower $T_{\text{ambg}}$ is preferable in designing a reliable recognition system. But, for very high $T_{\text{memh}}$ and very low $T_{\text{ambg}}$, the recognizer will reject a pattern even for slight amount of ambiguity and/or uncertainty. So, most of the patterns will be rejected by the classifier and hence may not be useful for automating the recognition task. Therefore, these threshold values are to be chosen judiciously. In this study, we have taken the values of these two thresholds as 0.3 and 0.7, respectively.

On the other hand, recognition rate may be improved by increasing the size of the document, i.e. by increasing the number of characters in the given document. This is because of the fact that all the characters in a set are ambiguous is rarely encountered. When one character in the document fails to provide sufficient information due to ambiguity and uncertainty, some other character in the set can accomplish the task efficiently. This we observe by increasing the document size from four to six characters. However, it is to be noted that when some characters belonging to two or more script classes are similar (or exactly same), it is always possible that an input document will be the combination of only all such characters. So, it is theoretically impossible to achieve 100% accuracy. For example, whatever may be the size of the document, it is possible to have all the characters in it (Arabic 'eight' or Bengali 'four'), and so cannot be classified. But, the probability of occurrence of such combinations diminishes as the string length is increased. So, we can expect better performance as the document size is increased.

5. Conclusion

In this paper, an efficient script-identification scheme is introduced. The technique can be used for recognizing the script in which a document is written. So, it finds extensive application in international scenario where it may be required to handle documents written in many different scripts. In our proposed technique for script identification, we have used possibilistic approach to classification to make the recognizer work with ambiguous and uncertain inputs. Possibilistic membership function measures the typicality and thus the recognizer can compute the extent of belongingness of a character in the document to a particular script class. For each character in the document, starting from the first, the recognizer assigns some degree of confidence as to the possibility of it belonging to a particular script class. Classification is based on the aggregation of successive confidence values. The recognizer may reject a pattern when it cannot make any clear decision. Simulation results show that the proposed script-identification technique has a very high performance.

The main advantage of the proposed scheme is that it can be used for a small size document that contains only a few characters, whereas all the earlier proposed script-identification methods can only be used on relatively large documents. One more interesting advantage of our script-identification system, over all the existing script-identification techniques, is that it does not require a separate hardware or software for character recognition. For every character in the document, the recognizer computes the membership grades of the input to all the clusters. We can make use of these membership grades not only to assign confidence values as to the belongingness to the script classes, but also to find the possibilities of the input to belong to different character classes. The main disadvantage of the scheme is that the method requires extensive computation as compared to other methods. Also, the recognizer needs to have a
large memory to store information related to all characters in all the different scripts it is supposed to handle. However, the scheme proves to be more reliable than any other script-identification technique.

In this work, we have assumed that the characters in the document are all discrete and are not connected to each other. But, in real-world situation, we generally encounter cursive unconstrained characters. The characters in the document will, in general, be connected to each other and so a reliable technique for segmenting them into discrete components is required. One more potential problem for future investigation is script identification in a document where the character set may be mixed with some characters belonging to a different script. For example, mixing of Roman alphabets in Tamil or Telugu text is very common. For such a document, we expect our recognizer to output Tamil (or Telugu), rather than Roman. But, our proposed scheme will output Roman if the first character in the document is Roman. Hence, our algorithm demands suitable modification so that the recognizer does not take any wrong decision.
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