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Abstract | The review is concerned with the role that molecular simulations have played in enhancing our understanding of systems ranging from the nanoscale to mesoscale. The structure and dynamics of nanoscopically confined films, fluids confined in carbon nanotubes, self assembled monolayers and mesoscale simulations of a variety of complex fluid systems using dissipative particle dynamics, are covered in this review. Molecular simulations have significantly enhanced our understanding of confined fluid behaviour and self assembled monolayers, aiding in the interpretation of experimental findings on these systems. The science of these systems influences our evaluation of interfacial processes such as freezing, adsorption, wetting, adhesion, friction and lubrication, impacting a wide range of technologies ranging from fluid separations, sensors, microelectromechanical (MEMS) devices to nanofluidic systems. The last part of the review concerns the study of mesoscale systems, where length and time scales of the processes are typically greater than those sampled in conventional molecular simulations (1–10 nm, 1–10 ns). The emphasis is on a relatively new technique called dissipative particle dynamics and its potential in studying complex fluid phenomenon, from self assembly in oil–water–surfactant mixtures, polymer structure and rheology to continuum fluid mechanics.

1. Introduction
Molecular simulations has become an indispensable tool in developing our understanding of various systems ranging from simple monoatomic fluids to complex fluids made up of polymers, surfactants and proteins. From the early Monte Carlo and molecular dynamics (MD) simulations of hard sphere systems and later on soft sphere fluids, simulation techniques have advanced significantly, and today a variety of methods are available for evaluating thermodynamic, structural and dynamical properties. A number of standard textbooks cover this vast subject. Technical advances in manipulating systems at the nanoscale opens up possibilities for creating new devices with a wide range of technological and scientific implication. This review is concerned with the role that molecular simulations have played in enhancing our understanding of the interplay between interactions at the atomic scale and system properties of a few technologically important nanoscale processes.

Figure 1 illustrates the regime of length and time scales probed using classical molecular dynamics simulations. In this regime, where the length scales range from 1–10 nm (10^{-9} m) and time scales are typically in the ns (10^{-9} s) regime, we will review the literature concerned with molecularly confined fluid films and fluids confined in carbon nanotubes. When fluids are confined to length scales on the
order of a few atomic diameters, the structure and dynamics are considerably altered. Molecular simulations have proved to be a versatile tool in providing an atomic perspective on the behaviour of fluids in nanopores, and has advanced our understanding of the interaction of fluids confined in a variety of situations. Confined fluids occur in technologies such as catalysis, gas adsorption, gas separation, boundary lubrication, adhesion and oil recovery. The study of confined fluids is expected to be important in understanding newer technologies based on microelectromechanical systems (MEMS) where issues such as adhesion and friction are critical; in the search for efficient storage materials for natural gas and hydrogen; and microfluidics where interfacial effects are expected to influence mixing and stability of flows. The structure and dynamics of inhomogeneous fluids in slit-shaped pores will be reviewed in Section 2 and fluids confined in carbon nanotubes will be discussed in Section 3.

The second system which falls within the purview of length and time scales of classical molecular dynamics simulations, is the structure and dynamics of self assembled monolayers where long chain alkane molecules organize into ordered two dimensional structures on a solid surface. The formation of self assembled structures opens up the possibility of modifying surface properties and has implications in friction, wear, wetting, adsorption, sensors and lubricating contacts. Section 4 of the review is devoted to discussing the equilibrium properties of self assembled monolayers as well as the literature devoted to analyzing their adhesion and friction properties.

The last part of the review (Section 5) is concerned with the regime denoted as mesoscale in Figure 1. In this regime one is interested in probing systems on the time scale of a few μs and length scales of 10–1000 nm. These systems include the structure and dynamics of phases with complex microstructure that form in oil–water–surfactant systems and dynamics of colloidal suspensions. These systems are important in detergency, wetting and biological processes at the level of the cell membrane. Several coarse grained methods are used to study system properties at the mesoscale. Coarse grained molecular dynamics, Brownian dynamics, dissipative particle dynamics and lattice Boltzmann methods are a few of the currently used methods. In this review we restrict our attention to a relatively recent mesoscale technique called dissipative particle dynamics. The method is applicable across both the mesoscale and continuum regimes (see Figure 1).

2. Fluids Confined in Slit Pores

The slit pore is a versatile prototype for studying effects of atomic scale confinement on the induced density inhomogeneities, thermodynamics and transport of confined fluids. The slit pore commonly used in simulations is infinite in two directions and is made up of finite width, H, as shown in Figure 2. In a smooth–walled pore (Figure 2a), the fluid–wall interaction is only a function of the normal distance from the walls and in a structured pore (Figure 2b) the pore walls are made up of discrete atoms. The geometry of the slit pore mimics the situation in the surface force experiment where fluids are confined between mica surfaces and the disjoining pressure is obtained as a function of changing pore width, H. We restrict our attention to confined soft sphere fluids. Snook and van Megen,10,11 have used Grand canonical Monte Carlo simulations to study thermodynamics of fluids under confinement. In a GCMC simulation a pore of fixed volume, is equilibrated with a bulk reservoir whose chemical potential (µ) and temperature (T) are fixed. These early GCMC simulations were used to illustrate the formation of discrete fluid layers
Epitaxial freezing: Epitaxial freezing refers to a situation when atoms adsorbed on a substrate fit into the 3D corrugation formed by the underlying substrate atoms.

Landau–Ginzburg: Landau–Ginzburg free energy functional is an expansion in an appropriate order parameter which depends on the spatial co-ordinates of the system.
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upon confinement and captured the accompanying oscillatory solvation pressure as a function of pore width. The solvation pressure is the normal pressure exerted by the fluid on the confining surfaces and is the quantity measured in surface force experiments. The solvation pressure is related to the grand potential of the system providing direct contact with the system’s thermodynamics.

Local order in the fluid, as revealed by the in-plane pair correlation functions, reveals that the pore fluid can epitaxially freeze if the confined fluid is commensurate with the atomic structure of the confining surface. Alternate freezing and melting due to changing the relative registry between the two confining surfaces, has been used to provide an atomic interpretation for stick-slip observed in surface force experiments. The schematic of the structured pore in Figure 2b illustrates a situation when two opposing walls of the pore are in registry. Recent simulations in slit mica pores have illustrated the influence of the surface registries as well as relative surface orientations on the structure of octamethylcyclotetrasiloxane, (OMCTS) a nonpolar organic molecule commonly used in force microscopy experiments.

Freezing of confined fluids has attracted considerable attention over the last decade and extensive reviews covering both the experimental and molecular simulations literature are available. In particular the aforementioned reviews discuss the influence of confinement on structure and freezing temperature of a variety of fluids. These studies reveal that confinement can increase freezing temperature relative to the bulk for fluids with weak to moderate fluid–fluid interactions and strongly attractive walls such as mica and carbons. In the case of weakly attractive pores, the freezing temperature is reduced with respect to the bulk. A global phase diagram has been developed by Radhakrishnan et al., where the phase transition temperature (for Lennard-Jones fluids) is shown to depend on the reduced pore width, $H^* = H/\sigma_{ff}$ (where $\sigma_{ff}$ is the fluid-fluid size parameter in the Lennard-Jones 12-6 potential); the ratio of diameters of the fluid-wall and fluid-fluid interactions as well as a dimensionless parameter, $\alpha$ which depends on the density of atoms on the wall, ratio of the fluid-fluid and fluid-wall interaction energies and spacing of wall atoms in the layers of atoms that comprise the pore wall. Simulations carried out over a wide variety of systems, reveal a useful qualitative relationship between the freezing temperature (relative to the bulk) and the parameter $\alpha$. For values of $\alpha > 1$, pores are considered attractive and the freezing temperature is increased relative to the bulk. Free energy computations using the Landau-Ginzburg free energy method reveal that the contact layers can be either crystalline or fluid-like depending on the strength of the fluid-wall interaction.

A recent aspect of freezing under confinement is the presence of solid–solid transitions which has marked similarities to the phase behaviour of confined colloids. Colloidal suspensions confined between glass plates in a wedge shaped geometry can form a variety of solid phases as the distance between the plates is varied. A sequence of transitions between triangular and square lattices is observed as the degree of confinement is increased. For a fixed number of layers the square lattice precedes the formation of a triangular lattice. This sequence of transitions occurs with the addition of a new fluid layer. Recent GCMC simulations have shown that atomically confined soft sphere fluids in smooth walled pores can freeze and undergo a similar sequence of transitions from triangular to square lattices. For a fixed number of layers the transition between square and triangular lattices is reflected in a splitting in the solvation pressure vs pore width relationship. These studies illustrate that epitaxy is not a necessary condition for freezing. The striking similarity between the sequence of solid-solid transitions observed in the confined soft sphere systems with the earlier confined colloids indicate that packing effects play a major role in determining the state of confined fluids. In addition to triangular and square lattices, other phases made up of buckled (line or zig-zag), rhombic and prism structures have been observed in in simulations of confined hard spheres.

We have recently carried out an extensive study of

![Figure 2: Schematic of a slit pore used in simulations studies. The pore is of finite width, H and infinite in the other two directions (a) Smooth walled pore, where the interaction potential between fluid and wall is only a function of the normal fluid-wall distance. (b) Structured pore, where the pore wall is made up of discrete atoms. Under appropriate conditions the fluid can epitaxially freeze in a structured pore.](image)
the structure of OMCTS confined in both smooth and structured mica pores, and observe that OMCTS undergoes a sequence of lattice transitions between triangular and square symmetry.\textsuperscript{45} At small pore widths, we observe a linear buckled phase revealing a greater similarity with confined hard spheres.\textsuperscript{41} The solid-solid transitions were observed up to three fluid layers, thereafter only solids with triangular symmetry form.

Molecular dynamics simulations of a soft sphere fluid confined between commensurate structured pores at the triple point illustrate split peaks in the disjoining pressure as a function of pore width.\textsuperscript{46} The first peak in each pair is due to the formation of even numbered layers which are unable to freeze due to the commensurate nature of the walls and the second peak corresponds to a commensurately frozen phase made up of odd number of fluid layers. These results illustrate that splitting in the disjoining pressure peaks is not a unique signature of a solid-solid transition.\textsuperscript{34,36}

Density functional studies\textsuperscript{47,48} of freezing for confined soft sphere fluids capture the sequences of lattice transitions that are observed in GCMC studies. In the zero temperature density functional\textsuperscript{48} analysis applied to the methane-graphite system, the predictions are in good agreement with earlier GCMC simulations of the same system.\textsuperscript{35,36} In addition the theory predicts a stable zig-zag and line buckled phase. The study by Nguyen et al.,\textsuperscript{47} illustrate that closed packed structures can effectively be used to predict adsorption capacities in the high pressure regime.

Unlike the hard sphere phase diagram, mapping the phase behaviour for confined soft sphere fluids in contact with a bulk reservoir is complicated. In addition to the state ($T, \mu$) of the bulk reservoir, the state of the confined fluid, at a fixed pore width, is influenced by the fluid-wall interaction strength,\textsuperscript{49,50} as well as the lattice spacing and atomic diameter of the surface atoms in the case of pores with atomically structured walls.\textsuperscript{39} GCMC simulations of fluids confined in the bilayer regime, study the effect of varying the intensity of surface corrugation in a continuous manner.\textsuperscript{39} The study illustrates the change in lattice symmetry from the square phase (present in the smooth wall) to a commensurate triangular phase at a fixed pore width. Phase diagrams in the $\mu - T$ plane map out the various phases in the bilayer regime. The study by Salamacha et al.,\textsuperscript{50} where pores which accomodate 3-5 fluid layers are investigated, reveal the large number of possible structures that can form in pores with structured walls. In pores which can accomodate more than two layers the various modes of stacking adds to the variety of phases that can exist.\textsuperscript{36,50}

### 2.1. Fluids in Non-Uniform Nanopores

Molecular simulation studies that concern the structure of fluids between non-uniform or heterogeneous surfaces has received less attention when compared with the slit pore. In the case of geometric non-uniformity the local pore topology varies. The surfaces of the pores are constructed with grooves, wedges or other geometries giving rise to a distribution in the pore widths. In the case of chemical heterogeneity, the interactions between the confined fluid and the wall are varied in a prescribed manner. The influence of pore topology on the phase behaviour, fluid structure and dynamics is important in applications where contacting surfaces can be fabricated with a prescribed nanostructure.

The behaviour of monoatomic films have been investigated for a structured slit pore made up of one flat wall and the other corrugated with regularly spaced rectangular grooves.\textsuperscript{51} The registry of the walls is seen to play an important role on the equilibrium structures that form under confinement. Under certain conditions, alternating strips of epitaxially induced solid and fluid can coexist. In a GCMC simulation where the grooves were varied in a continuous manner from a wedge to a rectangular shape,\textsuperscript{52} capillary condensation was found to occur in the rectangular grooves and continuous pore filling occurred with the wedge shaped grooves. The influence of varying the interaction between the pore base, on which the grooves are created, relative to the interaction with the grooves, on pore filling mechanisms were investigated.

When the walls are made up of alternating strips,\textsuperscript{53} differentiated from their interaction strength with the fluid; gas–liquid co-existence can be sustained in the pore, with liquid bridges supported between the strongly interacting strips. Registry between the weak and strong strips on alternating faces is required to observe co-existence. Liquid bridges can transform into nanodroplets and the transition to nanodroplets occurs via an intermediate liquid phase that fills the pore. The existence of the intermediate pore filling liquid phase depends on the strength of the fluid-wall interaction.\textsuperscript{53} Phase behaviour and morphology of the liquid bridges in pore walls decorated with elliptic patterns to mimic the effect of chemical nanopatterning has also been investigated.\textsuperscript{54} The influence of strain in fluids confined by chemically heterogeneous surfaces and the effect on phase behaviour and friction has been studied by Bock and co-workers.\textsuperscript{55,56}

GCMC simulations of hard spheres confined in a slit pore whose walls are composed of periodic hard wedges,\textsuperscript{57} indicate that the fluid is more ordered.
in the corners when compared with fluid at the wedge tip. The influence of the height and angle of the wedge on the fluid structure in investigated. A density functional study of fluid confined in a wedge shaped pore also shows a substantial increase in local density in the corners and is in good agreement with the study by Schoen and Dietrich.

In a combined density functional and GCMC study by Frink and van Swol, both pore walls are modelled by sinusoidal variations in the pore heights. The effect of a more realistic rough surface was investigated by using a tiled surface with a distribution of widths. Both forms of roughness reveal a decrease in the amplitude of the solvation force oscillations with increasing roughness. This decrease however was not found to be a monotonic function of the roughness. Grand potentials evaluated from the solvation force profile, were used to reveal the effect of surface corrugation and roughness on the global equilibrium pore width.

Periodic surface roughness on the behaviour of confined soft sphere fluids is investigated by introducing unidirectional sinusoidal undulations in one wall of the slit pore. The study reveals that the solvation force vs pore width relationship can be phase shifted in a systematic manner, with the phase shift controlled by the amplitude of roughness. Grand potential computations illustrate that interactions between the walls of the pore, can alter the pore width corresponding to the thermodynamically stable state, with wall-wall interactions playing an important role at smaller pore widths and higher amplitudes of roughness.

The studies on rough surfaces, reveals an interesting additive nature of the solvation force referred to as the superposition approximation, wherein the solvation force response from the prototypical slit pore with a uniform pore width, can be used to predict the solvation force response for a fluid confined between rough surfaces. The superposition approximation is found to be accurate, provided the wavelength of the roughness is sufficiently large. The superposition approximation is similar in spirit to the Derjaguin approximation and assumes that the solvation force response between two curved surfaces is similar to that between two infinitely flat surfaces. The success of the superposition approximation in predicting the solvation force for pores with non uniform widths, depends on the ability of the fluid confined between surfaces of varying width, to exert local forces that are similar to those between infinitely flat surfaces. This requirement is related to the observation of solvation force oscillations in atomic force microscopy experiments. The studies, on the effects of roughness, reveal that fluids confined between rough or non-uniform surfaces, give rise to a positive shift in the solvation pressure and an oscillatory force response that is shorter ranged and damped when compared with smooth surfaces.

The structure of soft spheres (spherically truncated and shifted 12-6 Lennard-Jones model) confined between a single wedge made up of structured walls, equilibrated with a bulk reservoir to achieve chemical equilibrium, has been studied using MD simulations. The wedge angle is defined as the tilt of the pore wall from the horizontal slit pore configuration (Figure 2). For angles varying from 1° to 6° the normal pressure vs local slit pore width in the wedge was shown to have oscillations similar to that of the slit pore. However for a wedge angle of 6°, the normal pressure oscillations were slightly damped when compared with the slit pore. The study also reveals that at small wedge angles a transition from square to triangular lattices is observed. This is similar to solid-solid transitions observed in confined colloids in a wedge geometry.

MD simulations have been used to study vapor nucleation in a structured slit pore composed of smooth and structured walls. In the study with structured pores one wall is strongly interacting and other weakly interacting with the vapor. The rate of heterogeneous nucleation on the smooth walled pores were found to be an order of magnitude slower when compared with the structured walls.

2.2. Diffusivity of confined fluids

In addition to thermodynamics of confined fluids there have been a few studies concerned with analyzing the diffusivity of simple fluids under confinement in a slit pore geometry. We note here that the study of transport of confined inhomogeneous fluids, a subject not covered in this review, is a vast topic involving both equilibrium and non-equilibrium simulations as well as theory. We restrict our attention to the studies involving the self-diffusivity of confined fluids and their relationship to structure. The changes in self-diffusivity and interfacial tension of soft sphere fluids confined in slit pores have been studied using molecular dynamics simulations. In these studies the pore densities are obtained from GCMC simulations and reflect the dynamics of the confined fluid in an open system, wherein the pore density reflects a system at equilibrium with an external bath. The oscillations in the self-diffusivity (parallel to the pore walls) and interfacial tension as a function of pore width reflect the formation and disruption of layers. In walls with structured surfaces, the degree of commensurability is seen to effect the magnitude of the oscillations in the self-diffusivity. The effect of relative orientations between two mica surfaces on the self-diffusivity of the confined fluid has also been studied.
3. Fluids Confined in Carbon Nanotubes

Since its discovery by Iijima,\(^{(5,6)}\) carbon nanotubes (CNTs) have attracted wide attention. Single walled carbon nanotubes (SWCNTs) can be constructed from a graphene sheet by specifying the direction of rolling and the circumference of the cross-section as shown in Fig. 3. The chiral vector \( \mathbf{R} = n \mathbf{a}_1 + m \mathbf{a}_2 \) is defined on the graphene sheet by unit vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \). The integers \( n \) and \( m \) characterize the chiral vector, which are unique for a given SWCNT. In Fig. 3, the chiral vector \( \mathbf{R} \) connects the two lattice points O and C. The dotted lines in the figure represent zigzag and armchair lines respectively. The chiral angle \( \theta \) is the angle between the chiral vector \( \mathbf{R} \) and the zigzag axis. Chirality has been shown to affect conductance, density, lattice structure and other properties.\(^{(67)}\) Using simple geometry, the diameter, \( D \), of a SWCNT and the chiral angle \( \theta \) can be determined using the following relationships:\(^{(67)}\)

\[
D (\AA) = 0.783 \sqrt{n^2 + m^2 + nm} \quad (1)
\]

and

\[
\theta = \arcsin \left( \frac{\sqrt{3} m}{2 \sqrt{n^2 + m^2 + nm}} \right). \quad (2)
\]

If \( \theta = 0 \), \( (m = 0) \) the CNT is zigzag, if \( \theta = 30^\circ \), \( (n = m) \) the CNT is armchair and \( 0 < \theta < 30^\circ \), \( (n \neq m, m \neq 0) \) yields chiral CNTs.

Due to their outstanding mechanical and electronic properties as well as their potential use in a number of novel nanotechnologies, CNTs have been extensively studied using both experiments and simulations. Applications of CNTs as (bio)molecule separation devices,\(^{(69–75)}\) biocatalysis,\(^{(72)}\) molecule detection and sensors,\(^{(76,77)}\) storage and delivery,\(^{(78,79)}\) proton storage and transport,\(^{(80)}\) pores for rapid gas flows,\(^{(81)}\) and nanopumps,\(^{(82)}\) have been proposed or already demonstrated. In this review the emphasis is on molecular simulations studies that have been carried out to understand adsorption and transport of simple fluids in CNTs.

3.1. Adsorption in Carbon Nanotubes

Adsorption isotherms are typically used to characterize the thermodynamics of fluids confined in nanopores. The isotherm yields, at equilibrium, the amount of gas adsorbed in a given material at a fixed temperature. Adsorption isotherms provide the equilibrium uptake characteristics for materials used in designing industrial separation devices based on pressure or temperature swing adsorption and gas chromatography columns. The recent interest in nanoporous adsorbents as possible storage devices for hydrogen and methane is driven by the search for alternate sources of energy. In this regard the potential for using CNTs as a gas storage device has been explored using molecular simulations. The gas storage requirements set by the US Department of Energy (DOE) are 6–9 wt% for hydrogen and a volumetric target of 60–80 kg per cubic meter of adsorbent. An explicit review for hydrogen adsorption in CNTs is available in the literature.\(^{(83)}\) MC simulations have been carried out to assess the influence of tube diameter and optimal configuration of tubes arranged in arrays or bundles of CNTs as shown in Fig. 4,\(^{(84–87)}\) These studies reveal that it is possible to exceed the proposed DOE storage targets of 6.5 wt% in optimally spaced arrays of CNTs at temperatures of 77 K and pressures in the range of 10 MPa. Arrays of 2.2 nm diameter SWCNTs optimally placed in square lattices were shown to yield adsorption capacities of 11.24 wt% and volumetric densities of 60 kg m\(^{-3}\) at 77 K and 10 MPa.\(^{(85)}\) The excess adsorption capacity at 300 K is seen to vary linearly with pressure and did not exceed 1 wt% with pressures up to 17 MPa.\(^{(87)}\) The low adsorption capacity at 300 K is in agreement with experimental results on a variety of carbon based adsorbents. Using a combination of the Widoms test particle insertion and a Langmuir isotherm model, alkali doping in arrays of SWCNTs is seen to increase the adsorption to 3.95 wt% and 4.21 wt% at 100 atm and room temperature for potassium and lithium ions respectively.\(^{(88)}\)
SWCNTs arranged in square lattices adsorb greater amounts of gas due to the increased accessible interstitial volume between the CNTs at lower temperatures. However at higher temperatures a hexagonal arrangement is more efficient since adsorption predominantly occurs near the carbon surface.\(^87, 89\) Multiwalled CNTs do not offer any advantage due to the increase in carbon to hydrogen weight ratios.\(^89\)

An important aspect in studies of hydrogen adsorption are assessing the influence of quantum effects.\(^85, 90–92\) Comparison of adsorption capacities with and without quantum effects indicate that neglecting quantum effects can lead to an increase in the adsorption capacity by 20\% at 77 K. At room temperature the differences are within 5\%, indicating that quantum effects cannot be neglected.\(^90\) Path integral MC simulations,\(^91\) are in good agreement with the experimental liquid–vapour coexistence curve for bulk hydrogen in the temperature range 20–32 K. The liquid-vapor coexistence curve computed using Gibbs ensemble MC is much broader with a critical temperature overestimated by about 10 K.\(^91\)

The molecular simulations literature on hydrogen adsorption in arrays of pure SWCNTs reveals that adsorption capacities at room temperature are below DOE targets. Although the targets are achievable at lower temperatures and moderate pressures, the optimal array configurations predicted from simulations must be experimentally realizable. A recent combined quantum and classical simulation with SiC nanotube arrays indicate that hydrogen adsorption at 175 K and 1 MPa pressure is greater by a factor of two when compared with a similar SWCNT array.\(^93\)

### 3.2. Water Adsorption
Endohedral (inside the nanotube) adsorption isotherms of SPC/E(simple point charge/extended)\(^94\) water in isolated SWCNTs have been studied by GCMC simulations.\(^95–97\) Water adsorption is found to be negligible at low pressures and pore filling occurs primarily by capillary condensation, giving rise to a wide adsorption-desorption hysteresis.\(^95, 96\) Hysteresis loops were absent for (6,6;\(D = 8.1\) Å) CNT at room temperature and 1D chain-like water structures were observed.\(^96\) At a diameter of 10.8Å, water was seen to form a cubic phase filling the CNT at 298 K. At lower temperatures of 248 K an octagonal tubular structure of water was observed in a larger nanotube (\(D = 13.6\) Å). The width of the hysteresis loop decreases with decreasing CNT diameter and increasing temperature. In the presence of carbonyl groups (C=O), which mimic activated carbons, adsorption isotherms are characterized by pore filling at lower pressure with narrower hysteresis loops when compared with pure CNTs.\(^97, 98\) The distribution of carbonyl groups has a strong effect on the adsorption and desorption isotherm. Pore filling occurs by the growth of clusters of hydrogen bonded water molecules near the carbonyl groups instead of formation of monolayers as observed in simple fluids.\(^96, 98\) These trends for water adsorption in CNTs with and without the presence of carbonyl groups, are qualitatively similar to those observed in slit carbon pores.\(^99, 95\) However, when compared with slit shaped graphitic pores, pore filling is seen to occur at lower pressures with narrower hysteresis loops in CNTs.

### 3.3. Mixtures
A few molecular simulation studies have been carried out to understand the potential of using carbon nanotubes for separation of mixtures. In a GCMC study of Lennard-Jones binary mixtures in SWCNTs, it is observed that the larger energetically favoured species is adsorbed at higher temperatures, however at lower temperatures and intermediate tube diameters the smaller species eliminates the larger species within the pore.\(^70\) Size dependent selectivity has also been reported for Lennard-Jones mixtures in slit shaped mica pores where the larger species is able to eliminate the smaller species at particular pore widths.\(^100\) Studies with the adsorption of linear and branched alkanes in carbon nanotube bundles show that long chain molecules are favoured at low pressures whereas shorter chains are adsorbed at higher pressure.\(^101\) A high selectivity is observed for linear alkanes in a mixture of linear and branched chain alkanes.\(^101\) Adsorption studies with mixtures of nitrogen and oxygen, in CNT
bundles, show that oxygen replaces nitrogen at high loadings due to a dominant entropic effect. Hence, high selectivity toward oxygen is observed at saturation loading.\textsuperscript{102,74,75} For carbon monoxide and hydrogen mixtures, SWCNTs have a higher selectivity toward carbon monoxide over the entire pressure range decreasing with an increase in CNT diameter and interlayer spacing.\textsuperscript{73}

### 3.4. Dynamics and Transport

Diffusion in CNTs has been widely investigated using molecular dynamics simulations. The quasi-1D nature of the CNTs has given rise to interesting and novel diffusion modes that are generally not observed in other nanoporous materials. Since the CNTs are finite sized in the radial direction, diffusive transport is observed only in the axial direction. Mean squared displacement of particles scales in the following manner as a function of time,

$$\langle |z(t) - z(0)|^2 \rangle \propto t^\alpha,$$

where $z$ is the coordinate along the CNT axis and the brackets denote a time average. The value of $\alpha$ determines various regimes. The motion is ballistic when $\alpha = 2$, normal diffusion (long time limit) occurs when $\alpha = 1$. Single-file diffusion occurs when $\alpha = 0.5$. In addition molecular dynamics simulations reveal other intermediate regimes which are discussed below.

Molecular dynamics studies of methane, ethane and ethylene in SWCNTs of various diameters predict different diffusive regimes based on the values of $\alpha$ given in Eq. 3.\textsuperscript{103,104} Single file diffusion is observed in the case of ethane and ethylene in 7.2Å diameter SWCNTs, however normal diffusive behaviour is observed for methane (spherical model) in the same nanotube.\textsuperscript{103,104} Intermediate diffusive behaviour was observed for ethane and ethylene\textsuperscript{104} where $0.5 < \alpha < 1$ in SWCNTs with diameters in the range 8–12.7Å. We note that in the above studies diffusion is measured in a non-equilibrium situation, where the molecules are allowed to diffuse through the nanotubes by imposing a high concentration of molecules at one end of an 80 Å long CNT. In this situation the pressure gradient, which is the driving force for transport varies during the course of the simulation. In addition the study also reveals that ethane and ethylene follow a spiral diffusive path along the nanotube walls.\textsuperscript{104,105} Microcanonical MD simulations carried out for methane and ethane at low loadings\textsuperscript{106,107} in SWCNTs of diameter 10.8Å observe a “superdiffusive” regime where $1 < \alpha < 2$. A value of $\alpha \approx 1.8$ was reported for methane and ethane in the SWCNTs. This superdiffusive behaviour has also been reported for the diffusion of oxygen in CNTs, albeit in a non-equilibrium situation.\textsuperscript{108} Simulations of benzene in SWCNTs indicate that the motion is ballistic ($\alpha = 2$) for times as long as 300 ps.\textsuperscript{109} Recent MD simulations, indicate that simulations times in 10s of ns, are required to observe normal diffusive behaviour in CNTs.\textsuperscript{110,111} Microcanonical MD simulations of water in a 10.8Å nanotube support this view, indicating that even when single file motion is expected, normal diffusion is observed for simulation times exceeding 500 ps.\textsuperscript{112}

The self diffusivities for hydrogen,\textsuperscript{81,113} and methane\textsuperscript{81} along the axial direction in (6,6) and (10,10) carbon nanotubes are found to be about an order of magnitude greater (at high loadings) than that observed in equivalent diameter 1D channel siliceous zeolites such as ZSM-12 and silicalite.\textsuperscript{61} It is observed that self-diffusivity decreases rapidly with increase in loading and pressure due to increased collisions.\textsuperscript{81,114–116} The transport diffusivities in CNTs for both hydrogen and methane are found to be 3–4 orders of magnitude greater than in zeolite channels. In general the transport diffusivity is relatively insensitive to loading.\textsuperscript{81,116} Recently it is observed that including the atoms of the CNT wall during the dynamics can play a crucial role in determining the self-diffusivity, and a thermostat has been suggested to incorporate this effect.\textsuperscript{110,111} The influence of lattice flexibility is important in the low loading regime\textsuperscript{110,117} where the increase in self-diffusivity obtained with a rigid CNT\textsuperscript{81} is not observed with a flexible nanotube.

Comparison of both the self and transport diffusivities computed with a linear and spherical model for CO\(_2\) in (10,10) CNTs reveals only marginal differences indicating that the spherical model provides an adequate description for CO\(_2\)\textsuperscript{116}. Using a 5 site model for methane, it has been shown that rotational motion cannot be neglected and enhances the translational axial diffusivity in both AlPO\(_4\)-5 and SWCNTs.\textsuperscript{106} The radial density distributions compared between a spherical and dumbbell model for diatomic fluids such as N\(_2\) and Br\(_2\) indicates little differences between the two models for nitrogen at both low and high loadings in SWCNTs.\textsuperscript{118} However, the spherical approximation is less accurate for longer diatomic molecules such as Br\(_2\) where the molecule can take different orientations near the wall.\textsuperscript{118}

### 3.5. Water in Carbon Nanotubes

Structure and transport properties of water contained in CNTs have been investigated by a number of workers using molecular dynamics simulations. The focus has been primarily on
understanding the hydrogen bonding characteristics, possible new phases of confined water, as well as transport of water in the CNTs relative to bulk water.

Prior to discussing the literature, we comment that the dynamics of the fluids within the CNT depends on the tube diameter as well as thermodynamic conditions at which the properties are studied. A natural means of fixing the density in the CNT is by performing a GCMC simulation wherein the chemical potential in the tube or bundle of tubes is equated with a bulk reservoir at a fixed temperature. In the absence of equilibrating the CNT with a bulk water, the density in the CNT has to be arbitrarily specified, and as seen with the slit pore simulations small changes in density could affect the structure and hence the dynamics of the confined fluid rather significantly.

Using MD simulations with a flexible SPC (simple point charge) water model, axial diffusivities of water at a pore density of 1 gm cm$^{-3}$ and 298 K confined in CNTs ranging in diameters from 4.1 to 6.8Å are higher (by about a factor of 1.5–2) than the bulk diffusivity of water. Increasing the temperature to 400 K results in a fivefold increase in self-diffusivity. Self-diffusivities of water isotopes (D$_2$O) are slightly lower than water. In the case of supercritical water confined in the CNTs, the self-diffusivities are reduced when compared with bulk supercritical water. Reduced axial self-diffusivities of water relative to bulk water have been reported in MD simulations of rigid SPC/E water confined in CNTs ranging in diameter from 3.1–18.1Å and lengths of about 40Å immersed in water at 300 K. In a 8.6Å diameter CNT, water is seen to form an ordered lattice comprised of stacks of cyclic hexamers, which form the unit cells for the I$_h$ phase of ice. Water in SWCNTs of 14Å diameter is seen to form a cubic ice-like phase. MD simulations in SWCNTs of length 13.48Å immersed in a bath of TIP3P (transferable interatomic potential-3 point) water showed the formation of single chain-like water structure at D = 3.1Å, and report that differences between simulations where water was not adsorbed in a similar diameter nanotube, could be attributed to differences between the oxygen–carbon interaction parameters. Furthermore, armchair and zig-zag CNTs showed little difference in the structure of water. Using a rigid SPC model for water, Liu et al., report the formation of helical arrangements in a 13.6Å CNT. Additionally their study indicates that the axial diffusivity in CNTs ranging from 10.8–21.7Å in diameter for water densities in the range 0.875–1.25 g cm$^{-3}$ is smaller than that of bulk water. The axial thermal and shear viscosities were found to be larger than that of bulk water, and increase sharply as the CNT diameter decreases.

In a recent simulation study investigating water diffusion in SWCNTs the influence of simulation time on the self-diffusivity is critically evaluated for SPC/E water confined in a 10.8Å nanotube of length 148Å. The pore densities are obtained from GCMC simulations. The mean squared displacement of the water molecules along the axial direction (Eq. 3) reveals a long lived ballistic regime lasting up to 0.5 ns. This is attributed to a persistent collective motion of the water molecules. 18 ns length simulations reveal that the ballistic regime is increased as water density in the CNT is reduced. This study does not capture the single file regime when particles do not pass each other (a requirement of single file behaviour) in the CNT. In comparison to the MD simulation times typically used in the literature (<1 – 2 ns), MD simulations by Striolo reveals the presence of the ballistic and normal diffusion regimes and stresses the importance of lengthy MD simulations to correctly interpret the dynamics.

Hydrogen bonding and its dynamics are also used to probe water structure and dynamics in CNTs. Using a flexible SPC/E water model, it is observed that confinement in a SWCNT the number of hydrogen bonds per water molecule (2.8–3.0) is less than that of bulk water (3.7) and this reduction is relatively insensitive to the CNT diameter in the range 10.9–16.3Å. The reduction in hydrogen bonds, relative to bulk water, was greater in the case of supercritical water. The relaxation of hydrogen bond correlation functions of SPC/E water in SWCNTs, is slower than that of bulk water, becoming slower as the CNT diameter decreases. With the exception of the smallest CNTs (D = 8.1Å) the hydrogen bond lifetimes in CNTs are smaller than that of bulk water (0.8 ps).

Pulsed water conduction through CNTs of 8.1Å diameter and 13.4 Å in length was observed for the first time by Hummer et al., who carried out MD simulations (66 ns duration) for a SWCNT immersed in a bath of TIP3P water. The interaction parameter between water and carbon has a strong effect on water occupancy. With a small reduction in well depth (0.05 kcal mol$^{-1}$), a change from completely filled CNT, to a two state transition between empty and filled tube is observed. A 1D continuous time random walk is able to quantitatively capture various features of the single file pulsed motion observed in MD simulations. An electric field imposed along the tube axis shifts the equilibrium towards a filled state. Simulations which include the dynamics of the CNT were reveal that lattice flexibility increases the hydrophobic character of the CNT by reducing its effective diameter. This decrease in effective...
diameter decreases the mobility of water.\textsuperscript{135} Water inside (6,6) CNT forms a water chain or wire, similar to situations that exist in biological systems.\textsuperscript{80} An \textit{ab initio} MD simulation performed with 6 water molecules confined in a (6,6) CNT illustrates that protonated water is more stable within the CNT than pure water and the excess proton is stabilized within the CNT. With an introduction of a small electric field along the tube axis the excess charge is delocalized and transports along the CNT.\textsuperscript{80}

4. Self Assembled Monolayers

Self-assembled monolayers (SAMs) are formed when long chain molecules assemble into an ordered structure on a solid substrate as shown in Figure 5, which represents an atomic configuration obtained from an MD simulation performed in our laboratory. Alkanethiol SAMs on Au were prepared by Nuzzo et al.,\textsuperscript{141} when long chain thiol molecules were found to spontaneously chemisorb onto a Au substrate immersed in thiol solution. The monolayer is stabilized by the formation of the Au–S bond at the thiol–gold interface. In order to maximize van der Waals interactions between hydrocarbon chains, the chains are tilted at an angle ($\theta$) to the surface normal. The tilt angle as defined in Figure 5 depends on the lattice spacing and symmetry of the adsorption sites on the Au surface. Hence, SAMs on silver have a smaller tilt angle than SAMs on gold. The formation and characterization of SAMs on various substrates (Au, Ag and Si) have been extensively studied using a variety of experimental techniques, and a number of reviews concerned with this wide body of literature are available.\textsuperscript{142–145}

The interest in the study of self assembled monolayers stems from potential technological implications, ranging from controlling surface properties such as wetting, adhesion, friction and adsorption. With the ability to create self assembled structures with molecules having a range of chemical specificity, these surface related properties can potentially be controlled and adapted for a suitable application. MD and MC simulations have been extensively used to study SAMs from an atomistic perspective and has contributed to a deeper understanding of the wide range of experimental data generated on these systems. The review in this section can be broadly classified into two parts. In the first part we focus on molecular simulations literature which probe various structural properties of SAMs that are commonly used to experimentally characterize these monolayers. In the second part, we discuss the simulations concerned with the adhesion and frictional properties of SAMs, as probed using scanning probe microscopes such as atomic and lateral force microscopy. Simulations are used to probe friction and adhesion as a function of chain length and terminal group chemistry. Some studies have also been carried out to study adhesion and friction between monolayers in the presence of an intervening fluid. Understanding friction at the atomic scale lies in identifying the various channels for energy dissipation and the recent literature has attempted to address this aspect in some detail. In what follows, we will use C\textsubscript{n} to represent the number of carbon atoms, n, in the molecule used to form the monolayer.

![Figure 5: Snapshot of C8 alkanethiol monolayer on gold obtained from a MD simulation performed in our laboratory using an united atom force field.\textsuperscript{146} The tilt angle, \(\theta = 25\), at 300 K.](image-url)
4.1. Alkanethiol SAMs

In a pioneering study, MD simulations were used to investigate various structural and dynamical properties of alkanethiol (SH(CH$_2$)$_{15}$CH$_3$, C16) molecules arranged on a gold surface. The force field comprised of an united atom representation, wherein the CH$_3$ and CH$_2$ groups are treated as single spherical entities, intramolecular bond bending, torsion potentials, and rigid bond length constraints. For the interaction with the gold surface, a 1D interaction potential (12-3) is used and the van der Waals radius of the sulfur atom is adjusted to obtain a lattice parameter of 4.97 Å for the sulfur atoms on the gold surface. Using 90, C16 thiol molecules, these simulations are able to capture basic features of the monolayer, such as the film thickness and tilt angles in agreement (considering experimental errors of ±10°) with experiments. Simulations carried out with the terminal Au–S–C bond fixed at 100° revealed slower rotational relaxation and greater gauche defects compared with the unconstrained Au–S–C bond. The various phases that are observed as the monolayer is heated in the temperature range 50–500 K reveals an orientationally ordered solid, with a tilt in the nearest-neighbour direction at low temperatures (50–150 K). Between 200–275 K a locked rotator phase with a nearest-neighbour tilt direction is identified. Above 275 K rotation occurs freely as the chains untill to angles below 10° with further heating. Gauche defect generation starts from the terminal CH$_3$ group (see Figure 5) and propagates into the monolayer toward the Au–S interface with an increase in temperature. Differences between the low temperature lattice arrangements and those observed experimentally are discussed as well. In contrast to the united atom model, an all atom simulation reveals next to nearest neighbour tilt directions, smaller tilt angles and slower orientational relaxation times. In addition, the tilt angle variation as a function of surface density is captured more accurately with the all atom model. Increasing the interatomic potential cut-off led to excellent agreement with the experimental data.

Molecular dynamics simulations by Bhatia and Garrison of alkanethiols adsorbed on a structured gold surface, whose atoms participate in the dynamics, capture a nearest neighbour to next to nearest neighbour transition in the temperature range 40–300 K. Above 375 K a rapid increase in gauche defects, broadening of the relative azimuthal angle and tilt angle distributions are signatures of a melting transition. This study reveals that an all atom description of the alkanethiol chains is not a requirement for capturing the next to nearest neighbour tilt and some of the low temperature behaviour can be captured using a structured gold surface with a united atom alkanethiol model. Low temperature unit cells of the alkanethiol chains, that are compatible with the symmetries observed experimentally, are proposed by Bhatia and Garrison, for both short and long chain alkanethiols. In an earlier study (with four different force fields) a purely energy minimization procedure was unable to identify the low temperature superlattice structures observed experimentally as the various structures were within 1 kcal/mol. A model based on the formation of sulfur dimers has also been proposed to match the experimentally observed low temperature superlattice structures.

A systematic study of the influence of system size on the monolayer property was carried out using MC simulations with 30, 90 and 224 molecules for the C16 system. At 300 K the largest system was found to be less ordered with the formation of subdomains resulting in smaller tilt angles when compared with the smaller system sizes. Monolayer simulations using the configurational biased MC method, were used to study the effect of reduced carbon backbone flexibility (by constraining the C-C-C bonds of the carbon backbone) as well as the Au–S–C bond) and sulfur head group size on the structural and conformational properties of the C16 monolayer. In a combined experimental and MD study, comparing the thermal characteristics of short (C6, C8) and long (C18) alkanethiols (360 molecules) adsorbed on gold, Gauche defect population in more defective short chains increase and saturate as the temperature is varied between 100–450 K. In contrast, the defect population continues to increase in the same temperature range, for the long chain alkanethiols. In the same study line defects, created by removing rows of thiol molecules from the gold substrate, led to greater tilt angles and more rapid defect accumulation when compared with the close packed monolayers. When the low temperature initial configuration had a large percent of gauche defects, annealing is observed in the temperature range 100–250 K. During this annealing stage, the percent of gauche defects reduced with increasing temperature.

More recently a large-scale MD simulation involving a million atoms of C13 alkanethiol molecules on gold is investigated using an all-atom potential. Monolayer properties as a function of chain length have also been investigated and compared with previous published results. The tilt angles for C13 show a saturation effect as a
function of temperature similar to that observed in the lower coverage (with line defects) C6 and C8 systems.\textsuperscript{146} The results obtained in these large system simulations are in generally in good agreement with some of the earlier studies carried out with explicit gold atoms and significantly smaller systems.\textsuperscript{133}

Properties of a united atom, alkanethiols on a structured (rigid) gold substrate with the sulfur atom covalently bonded to the three fold hollow site on the (111) gold surface, examine the differences in monolayer properties modelled using a flexible Au–S–C bond and a rigid Au–S–C bond.\textsuperscript{161} The film thickness predictions from both models for C8–C15 alkanethiols are in good agreement with experiments. The tilt directions however are strongly influenced by the nature of the Au–S–C potential and a next-next to nearest neighbour tilt direction is observed at temperatures below 150 K with the flexible Au–S–C bond model.\textsuperscript{161}

Molecular dynamics simulations have been used to explore structure and thermodynamics of C12, SAMs on 140 and 1289 atom gold clusters.\textsuperscript{162} Compact monolayers are formed on the (111) and (100) facets with packing arrangements differing from the (111) infinite gold surface. Melting of monolayers is initiated at the boundaries of facets and propagates inwards. Melting temperatures of the adsorbed monolayers was 280 and 294 K for the smaller and larger crystallites respectively. These temperatures are lower than the melting temperature for SAMs adsorbed on an infinite gold surface.

Properties of alkanethiols on gold with CH\(_3\), OH and C≡N terminal groups has been compared using MD simulations. Incomplete hydrogen bonding between terminal OH groups leads to a glassy quasi-2D structure with a relatively large percentage of gauche defects at the terminal end of the monolayer. The C≡N terminated groups form an ordered ferroelectric structure which is incommensurate with the underlying triangular lattice formed by sulfur head groups on the gold substrate. In the same study, properties from an all atom model are compared with united atom models for monolayers.\textsuperscript{163}

In addition to the alkanethiol on gold system that has formed the major focus of the molecular simulations literature, other self assembled system have also been investigated. These include monolayers of long chain perfluoro mercaptans on gold,\textsuperscript{164} benzenethiolate and benzyl mercaptide on gold,\textsuperscript{165} alkyl chains on mica,\textsuperscript{146,166,167} 2-Rotaxanes on gold,\textsuperscript{168} carboxylic acids monolayers,\textsuperscript{169} and phosphorylcholine SAMs.\textsuperscript{170}

4.2. Mixed SAMs

Mixed monolayers have the potential to form surfaces with properties that interpolate between the pure components. Hence surface properties such as adhesion, friction, adsorption and contact angle can be varied and controlled in a desired manner. Mixed monolayers of C10 and C20 alkanethiols on gold have been studied with MC simulations.\textsuperscript{171} Simulations are carried out for 1:4, 1:1 and 4:1 ratios of large to short alkanethiol molecules. Results show that the mixture segregates forming co-existing domains of long and short molecules. The long chain thiols are more disordered than the short chains, forming terminal loops to increase van der Waals interactions with the short chain thiols. Phase segregation of long chains is more pronounced in the 1:4 (large to short) mixture when compared with the ability of short chains to segregate in the 4:1 mixture. This is due to the increased energetic benefit obtained when long chains aggregate. MC simulations of alkanethiol mixtures (C10–C20) on gold\textsuperscript{172} in a 1:1 ratio indicates that segregation into domains is favoured when the difference between chain lengths exceeds 3 carbon atoms.\textsuperscript{172}

Adsorption of two model proteins, cobra cardiotoxin (CTX) and protein E6, on mixed (C5 and C9) alkanethiol monolayers\textsuperscript{173} are studied using MD simulations. The simulations show that the orientation of protein molecules depends on the composition of the SAM mixture, suggesting that binding affinities and protein orientation on the SAM can be tuned by suitably choosing the mixture composition. In this study mixed SAMs were prepared by randomly placing thiols of different chain lengths on the gold surface to preventing segregation of chains.

4.3. Adhesion and Frictional Properties of SAMs

There have been several studies concerned with elucidating the molecular origins of friction on self assembled monolayers. In these studies a tip or surface is either moved normal to the surface of the SAM to study adhesion or indentation, or slid in a tangential direction across the SAM at a fixed normal load to study friction. The strength of adhesion is obtained from the depth of the minimum in the normal force vs distance curve. The friction coefficient, obtained by applying Amontons law, is the ratio of the frictional force to the normal load. In order to compute the frictional coefficient, simulations have to be performed over a wide range of normal loads. Most simulations, however typically report the friction force for the monolayer. Both quantitative and qualitative comparisons are made with available experimental literature where possible.
Monte Carlo simulations have been used to study the mechanical relaxation of C16 thiol SAM confined between two gold surfaces to mimic the situation encountered in force microscopy. The simulation is carried out by compressing a C16 SAM from 30 Å to 18.5 Å as measured by the distance between the two gold surfaces. This amounts to a 75% compression of the monolayer. At a distance of 23 Å between the two surfaces, a jump to contact point is inferred by a sharp drop of 5° in the tilt angle indicating that the monolayer is elongated, accompanied by an increase in the attractive force. Further compression leads to an increase in tilt angle and a sharp repulsive force regime. On uncompressing, the weak hysteresis leads one to conclude that the process of indentation is mostly elastic. Similar qualitative features are observed during the compression of C16 alkanethiols by a flat counterface made up of discrete atoms. The nature of forces during compression with a tapered asperity made up of six atomic layers with a height of 15 Å was also investigated. The asperity is able to penetrate closer to the gold surface, when compared with compression using a flat (structured) surface, by creating a large number of gauche defects within the vicinity of the asperity. Upon compression with loads in the μN range the two dimensional hexagonal lattice structure is seen to transform into a rhombic lattice with sulfur atoms shifting from the three fold lattice sites on the gold substrate to bridge sites. Bonner and Baratoff performed friction and adhesion simulations on a C11 alkanethiol SAM on gold. To mimic scanning force microscopy experiments, a pyramidal deformable tip connected by orthogonal springs to a rigid support is used. In addition to the first attractive minimum as the tip is moved toward the monolayer, the repulsive part of the normal force is non-monotonic. Upon retracting the tip a large hysteresis is observed. This is in contrast with earlier simulations with a rigid tip where smaller hysteresis is observed.

C8, C13 and C22 hydrocarbon monolayers chemically bound to the (111) face of diamond are compressed with a counterface made up of a hydrogenated terminated (111) face of diamond. The gauche defects, which accumulate primarily near the CH3 end of the monolayer, tend to saturate with increased load. A significant increase in gauche defects is seen on releasing the load and with time these defects are gradually removed. In the same study, sliding friction simulations indicate that friction force is positively correlated with the fraction of gauche defects. Shorter chains with a higher percentage of gauche defects result in a higher friction force. In a later study with C18 monolayers, Mikulski and Harrison examine the differences in friction between fully covered monolayers and monolayers with 30% lower coverage, creating greater disorder in the monolayer. At low loads (< 300 nN) the friction force is insensitive to the level of disorder, however at higher loads the friction force at a given load is lower for the fully covered, tightly packed monolayer. The various possible modes, such as gauche defect generation, torsional angle changes and bond vibration, and their contribution to energy dissipation are evaluated. MD simulations of an amorphous carbon tip sliding on SAMs (0–20 nN normal load) made up of 100 linear hydrocarbon chains covalently bonded to the (111) surface of diamond is used to study friction. The carbon tip is prepared by quenching a liquid hydrocarbon mixture resulting in an amorphous hydrogen terminated tip with radii of curvature of about 45 Å. Pure C14 monolayers always showed lower friction force when compared with randomly mixed C12 and C16 monolayers. Contact forces as measured by the net force exerted by the monolayer on the tip, reveal that for the pure monolayer, differences between positive (opposing sliding) and negative forces on the tip, that increase and decrease friction respectively, is small, resulting in good recovery of mechanical energy and hence lower friction. In contrast differences between the positive and negative forces are larger for mixed monolayers where higher friction is observed. A reorientation of the monolayer tilt during sliding was also observed.

Adhesion and friction between alkyllsilane monolayers (C6–C18) on silicon dioxide surfaces is examined using MD simulations. In contrast to alkanethiol SAMs, the alkyllsilane monolayers adapted a configuration that is nearly normal to the substrate. Adhesion simulations carried out by moving the two monolayers toward each other reveals an attractive minimum yielding an adhesive force of about 150 Mpa and a monotonic dependence of the pressure-distance curve on chain length. Stick slip, due to the possible commensurate configuration of the monolayers, is seen in the shear stress measured during sliding at low (0.1 m s⁻¹) and high velocities (10 m s⁻¹) of the monolayers in opposite directions. System size effects with 100–1600, C6 chains per surface reveal that the dynamics are relatively system size independent with the sharpness of stick-slip transitions decreasing with increasing system size. At high pressures the friction coefficient is independent of chain length and sliding velocity. However at low pressures the friction coefficient scales logarithmically with the sliding velocity for a fixed chain length.

Difference in the adhesion and friction between CH3, OH and COOH terminated, C8 alkanethiol
SAMs on gold, reveals that the adhesive force computed between two opposing monolayers with similar terminal groups is weakest for the CH$_3$ system when compared to the OH and COOH groups (higher surface energies) due to hydrogen bond formation in the latter.\textsuperscript{183} Hysteresis, as observed in the normal force–distance curves, was the least for the CH$_3$ terminated SAMs. The qualitative trends in the tilt angle during compression are similar to those observed in a previous study where a gold substrate was used to compress a C16 alkanethiol monolayer on gold.\textsuperscript{174} Friction between two monolayers revealed that the shear stress was the largest for the COOH terminated monolayers.\textsuperscript{183} With fluorine terminated (S(CH$_2$)$_8$CF$_3$) alkanethiol monolayers on gold the friction between the monolayers reveal similar adhesive interactions to the CH$_3$ terminated SAM, albeit with a longer range of repulsion.\textsuperscript{184} Simulation carried out by removing the Coulomb interaction for the CF$_3$ group, revealed that the origin of the long range repulsion was dominated by van der Waal interactions. In accordance with experiments, the shear stress and coefficient of friction was larger for the fluorinated SAMs.\textsuperscript{184} The effect of disorder, introduced by randomly removing chains and lowering the coverage by 10–30\%, on the friction between alkylsilane monolayers on silicon reveals that in the presence of defects, the friction coefficient and friction force are independent of chain length (C8, C12, C18). For fully covered monolayers the friction force showed a nonmonotonic dependence on the chain length, with C6 and C18 chains having higher friction coefficients than C8 and C12 chains.\textsuperscript{185} There have been a few molecular simulations that investigate adhesion and friction between SAMs in the presence of an intervening fluid.\textsuperscript{186,187} Sliding friction between C9 alkyl monolayers on silicon with CH$_3$ terminated groups were compared with mixed monolayers 50\% OH and 50\% CH$_3$ for different levels of humidity and interface separations ranging from 4–9 Å as measured from the distance between opposing planes of the terminal groups. In all cases the friction coefficient for the CH$_3$ terminated SAMs was smaller and independent of humidity. In contrast mixed monolayers showed higher friction coefficients and a decrease of friction with humidity. Water was found to layer between hydrophilic surfaces (mixed monolayer) leading to a greater rise in the normal force when compared to the friction force as the humidity was increased.\textsuperscript{186} In the presence of nonpolar intervening fluids such as n-decane friction coefficients between hydrophobic and hydrophilic surfaces were quite similar.\textsuperscript{187} While probing dynamical processes such as friction using MD simulations the nanosecond time scale simulations (Figure 1) restricts the simulation to be carried out with high sliding velocities, typically 10s of m s$^{-1}$. In contrast the sliding velocities in experiments are 5–6 orders of magnitude smaller. In an effort to bridge these time scales, a hybrid simulation method is developed by Jiang and co-workers wherein the tip motion occurs on the order of microseconds and atoms of the monolayers are assumed to evolve quasistatically within typical nanosecond time scales set by conventional atomistic MD simulations.\textsuperscript{188,189} The monolayer configuration is computed for every new position of the faster moving, larger mass tip. We note however, that the length scales for the monolayer are similar to those used in earlier simulations. Using these hybrid simulations with a pyramidal gold tip and sliding speeds in the range of 40 μm s$^{-1}$ over alkanethiol SAMs on gold, the effective shear modulus is found to be chain length dependent with shorter chains (C8) showing larger friction than the longer chains (C15) with normal loads in the 1 nN regime. The elastic modulus from indentation studies is chain length independent for C8–C15 alkanethiols. Using a Hertzian contact the Youngs modulus of the SAM is estimated to be 20±10 GPa.\textsuperscript{188} Chemical force microscopy wherein the tips and substrates that are brought into contact during atomic force microscopy measurements are chemically modified with appropriate self assembled monolayers, has been simulated using MD simulations.\textsuperscript{190,191} These simulations\textsuperscript{190} with the hybrid simulation method developed earlier\textsuperscript{188} and tip velocities of 40 μm s$^{-1}$ show that the force of adhesion is 0.9 nN and 4.42 nN between CH$_3$ (C8) and OH (C7) terminated SAMs respectively. Significant elongation of the normal spring in adhesion simulations was observed during the pull-off stage and a large hysteresis typically observed in experiments is seen. Friction force was larger for the OH terminated SAMs. MD simulations with CH$_3$ terminated, C13 SAMs using conventional MD time scales for tip velocities (2 m s$^{-1}$)\textsuperscript{191} and full equilibration at each height, reveal little hysteresis, except at large separations, during the loading and unloading cycles. An adhesive force of 4.8 nN was obtained in these simulations and the SAM film underwent a solidification transition during compression. Application of the commonly used contact mechanics models to relate the contact radius to the normal load is investigated and reasons for deviations from these models is critically evaluated.\textsuperscript{191} Wear characteristics,\textsuperscript{192} of C16 alkanethiols on a rigid structured gold substrate has been studied using MD simulation. A pyramidal rigid tip made
Fluctuation-dissipation: Fluctuation-dissipation theorems arise in statistical mechanics of systems at equilibrium, where the fluctuating forces are balanced by an appropriate dissipation. The balance between the two forces establishes the temperature in a DPD simulation.

Figure 6: Atomic configuration of a lipid bilayer obtained using DPD simulations performed in our laboratory. The lipid is made up of single tail surfactants with 1 head bead and 9 tail beads. The parameters are similar to those used in the study by Kranenburg and Smit. Color code: Orange - Water, Blue - Surfactant headgroup, Green - Surfactant tail.

up of either silicon or carbon atoms is used. The tip is pushed down on a pre-equilibrated monolayer till contact occurred with the substrate atoms. Then tip is moved on the surface along the (112) direction at constant vertical displacement and a velocity of about 200 m s\(^{-1}\) covering a distance of 11.4 nm during the simulation time of 60–100 ps. The results reveal that due to strong interchain interactions molecules are pushed and dragged along the surface. Influence of tip shape was investigated and at high tip velocities the width of the pattern increased due to the smaller time for relaxation and rearrangement of the molecules on the surface. Non-contact mode atomic force microscopy has also been simulated using molecular dynamics. In these studies the monolayer is represented as a single layer of CH\(_3\) atoms adsorbed on a substrate.

5. Mesoscale Simulations: Dissipative Particle Dynamics

Figure 1 illustrates the relevant length and time scales that fall within the purview of mesoscale simulations. Many soft condensed matter systems such as polymers, oil–water–surfactant mixtures and proteins, often referred to as complex fluids fall into this class of mesoscale systems. A common feature in these systems is the coupling between the microscopic (molecular) and macroscopic structures. For example, in the case of self assembling systems, the aggregation behaviour arises from the competing volumes of hydrophilic and hydrophobic entities giving rise to structures such as micelles and bilayers. A successful mesoscopic simulation seeks to bridge the connection between relevant microscopic and macroscopic phenomenon making it possible to observe mesoscopic system properties in a computationally efficient manner. We focus on one of the mesoscopic simulation techniques known as dissipative particle dynamics (DPD) which has been used to study polymers, oil–water–surfactant systems and continuum hydrodynamics. A snapshot of a lipid bilayer configuration obtained using DPD simulations in our laboratory is illustrated in Fig. 6. DPD was first developed and introduced by Hoogerbrugge and Koelman in order to study hydrodynamics. The DPD particles interact via conservative, dissipative and random forces. All the forces are central and pairwise additive in nature, as in a classical atomistic MD simulation. The relationship of the original algorithm and its equivalent Fokker–Planck representation was established by Español and Warren in order to derive a fluctuation dissipation theorem relating the strength of the random and dissipative forces. At equilibrium the system was shown to be equivalent to the
canonical ensemble phase space distribution. The canonical ensemble, is characterized by a constant number of particles, volume and temperature. Thus DPD as a thermostat was established. Unlike other mesoscopic simulation techniques such as lattice gas and Lattice Boltzmann simulations, DPD is performed in continuous space and time, yielding an algorithm that conserves both momentum and mass. Hence, DPD is a momentum conserving thermostat providing a direct route to system hydrodynamics.

For completeness we present the basic governing equations for DPD. For an $N$ particle system the equations of motion are:

$$\ddot{\mathbf{r}}_i = \mathbf{v}_i$$
$$\dot{\mathbf{v}}_i = \sum_{j=1}^{N} \sum_{i=1}^{N-1} \mathbf{F}_{ij}$$

where $\mathbf{F}_{ij}$ is the total force between the particles $i$ and $j$. There are three distinct forces acting in a DPD simulation. These are the conservative, dissipative and random forces. The interaction between two particles can be written as the sum of these three forces,

$$\mathbf{F}_{ij} = \mathbf{F}^C_{ij} + \mathbf{F}^D_{ij} + \mathbf{F}^R_{ij},$$

where $\mathbf{F}^C_{ij}$ is the conservative force, $\mathbf{F}^D_{ij}$ the dissipative force and $\mathbf{F}^R_{ij}$ the random force. The conservative force

$$\mathbf{F}^C_{ij} = -\frac{\partial \phi_{ij}}{\partial \mathbf{r}_i},$$

has the usual form of a gradient of a scalar potential. The dissipative force,

$$\mathbf{F}^D_{ij} = -\gamma w_D(r_{ij})[\mathbf{e}_{ij} \cdot \mathbf{v}_i] \mathbf{e}_{ij},$$

where $\gamma$ is the strength of the dissipative force and $w_D(r_{ij})$ is an appropriate weighting function, $\mathbf{e}_{ij}$ is the unit vector in the direction of the vector $\mathbf{r}_{ij}$ and $\mathbf{v}_i$ is the relative velocity between particles $i$ and $j$. The negative sign indicates that the dissipative force opposes the relative velocity between two particles. The random force,

$$\mathbf{F}^R_{ij} = \sigma w_R(r_{ij}) \mathbf{e}_{ij} \theta_{ij},$$

where $\sigma$ is the strength of the random force with weighting function $w_R(r_{ij})$. Both the weight functions in the dissipative and random force vanish for $r > r_c$ where $r_c$ is the cut-off radius. $\theta_{ij}$ is a random number with Gaussian statistics:

$$\theta_{ij} = 0$$
$$\langle \theta_{ij}(t) \theta_{kl}(t') \rangle = \delta(t-t') (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}),$$

We note that the form of the pair potential used in the conservative force, $\phi_{ij}$ and the weighting functions are not specified by the model itself. The conservative force, that is most often used is of the soft repulsive form,

$$\mathbf{F}^C_{ij} = \begin{cases} a_{ij} \left( 1 - \frac{r_{ij}}{r_c} \right) \mathbf{e}_{ij} & r_{ij} < r_c \\ 0 & r_{ij} \geq r_c \end{cases}$$

where $a_{ij}$ is the repulsion parameter. The weight function in the dissipative force is also chosen to be of the same form as the soft repulsion used in the conservative force,

$$w_D(r_{ij}) = w_R^2(r_{ij}) = \begin{cases} \left( 1 - \frac{r_{ij}}{r_c} \right) & r_{ij} < r_c \\ 0 & r_{ij} \geq r_c \end{cases}$$

From the definition of the above potentials the only length scale is $r_c$, the forces are central and conserve momentum, but not energy. In the absence of dissipative and random forces, the algorithm reduces to that of conventional MD simulations sampling configurations in the microcanonical ensemble. By enforcing the condition of canonical equilibrium (constant temperature), the relationship between the random and dissipative forces results in the following fluctuation-dissipation relationships:

$$k_B T = \frac{\sigma^2}{2\gamma}$$

5.1. Parametrizing the DPD System

One of the central issues concerning the applicability of DPD to real systems lies in obtaining appropriate parameters. In order to relate the DPD system to the system of interest, the parameters $a_{ij}$, $\sigma$ and system density (which determines the level of coarse graining) have to be specified. Groot and Warren established a method to estimate the repulsion parameter, $a_{ij}$ (Eq. 10) using appropriate thermodynamic properties. In the case of a pure fluid, the repulsion parameter is determined from the compressibility of the system of interest, in this case water. This involves generating the pressure-density relationship for the coarse grained system evolving in a DPD framework, from which the compressibility is obtained. While fixing the repulsion parameter the density of the DPD system (which is a free parameter) has to be judiciously chosen. Recently, this procedure was used to obtain the repulsion parameter for
a DPD representation of a soft sphere Lennard-Jones fluid.\textsuperscript{201} In the case of a binary (AB) liquid interface the repulsion parameters \((a_{AB})\) are related to the Flory-Huggins parameter of the solute.\textsuperscript{199} The variation of the Flory-Huggins and repulsion parameters as a function of bead size, which determines the level of coarse graining, has also been investigated with the aim of computing interfacial tensions in a phase separated binary mixture.\textsuperscript{202}

The parameter, \(\sigma\) in Eq. 8, determines the strength of the random force and \(\gamma\) the strength of the dissipative force is related to \(\sigma\) (Eq. 13). \(\sigma\) is usually fixed with a tradeoff between a sufficiently large timestep, and accuracy as measured by the ability to maintain a constant temperature. Higher values of \(\sigma\) lead to an artificial temperature rise.\textsuperscript{199} Since the dissipative force depends on the velocity, the numerical integration scheme requires some attention. Various algorithms based on self consistent and non self-consistent integrators have been proposed.\textsuperscript{199,203–205} The self consistent algorithms, where an iterative procedure is used to obtain convergence in the velocities and corresponding dissipative force at a given time step, perform better when compared with the non self-consistent integrators.\textsuperscript{203,204} However, computational costs for self consistent integrators are greater. In order to have a balance between accuracy and computational costs, a modified velocity-Verlet algorithm\textsuperscript{199} has emerged as one of the more popular integrators used in DPD. Among the various ways to determine the appropriate size of the timestep, the simplest method is to check the ability of the simulation to maintain a constant temperature.\textsuperscript{203–206}

To obtain the physical units of time in a DPD simulation no standard scheme is available, although an expression relating the self-diffusivity to the strength of the dissipative force, temperature and density is derived based on a Langevin model.\textsuperscript{199} Time scales have been fixed by matching the diffusion coefficient of one of the components\textsuperscript{207} as well as by matching the kinematic viscosity.\textsuperscript{201} For the simulation of lipid membranes, Venturoli et al.\textsuperscript{200} used the temperature of the bilayer phase transition to obtain an appropriate energy scale. We observe that DPD can be used with other forms of the conservative potential and hence provides a natural route to predictive simulations. One such approach, which appears to hold promise, is based on using reverse Monte Carlo methods to develop a conservative potential to be used in the DPD simulation.\textsuperscript{208} Since the potentials obtained from the reverse Monte Carlo procedure naturally possess an energy and length scale, the mapping to real units is readily carried out. A key feature to keep in mind while using other coarse grained potentials, and not the soft repulsive potential, is to ensure a sufficiently high level of coarse graining to take advantage of DPD to simulate complex fluids with the focus on the mesoscopic features.

5.2. Hydrodynamics

Because DPD is ideally suited to studying hydrodynamics, there have been many studies assessing the suitability of the method to simulate flow around rigid bodies such as spheres and cylinders. Furthermore, flows around simple geometries have a wealth of numerical and analytical results that can be used to validate. In early application of DPD, steady 2D shear using Lees-Edwards boundary condition\textsuperscript{209} was investigated by Hoogerbruge and Koelman,\textsuperscript{196} who illustrate the independence of shear viscosity on the shear rate for relatively small system sizes. In the same study, the drag force on a square array of cylinders at low Reynolds numbers, reproduced the limit of Stokes drag as predicted from continuum theory. The effect of various levels of coarse graining on the flow properties of a Lennard-Jones fluid is studied using DPD simulations for laminar flow and flow past a cylinder.\textsuperscript{201} In all cases, results from the DPD simulations are compared with the MD simulations. In the DPD simulations a bounce-back reflection (where velocity components are reversed post-collision) is applied and the conservative parameter for the fluid-wall interaction is adjusted to achieve a no-slip boundary condition.\textsuperscript{210} The conservative parameter \(a_{ij}\) is determined from the compressibility, the time scale fixed using the kinematic viscosity, and mass densities are matched with that of the Lennard-Jones fluid. In order to achieve a good match between MD and DPD simulations, a relatively low level of coarse graining, where the number of DPD particles is one third the number of MD particles is required. Density fluctuations at the wall in a laminar flow are in general higher when compared with the DPD results and consistent with earlier laminar flow results.\textsuperscript{211} With the correct level of coarse graining, both the Laminar flow and flow past a 2D array of square cylinders is found to be in very good agreement with Navier-Stokes solutions.\textsuperscript{211,201,212}

The drag coefficient is computed as a function of Reynolds number for flow past spheres represented as a collection of DPD particles.\textsuperscript{213} At low Reynolds number where inertial effects are neglected Stokes limit is recovered. At higher Reynolds numbers (<50) the drag coefficient is in good agreement with experimental correlations. Specular reflections between the sphere and fluid interface lowers the
drag coefficients. The influence of the sphere radius, which dictates the approach to the continuum suspended solid, on drag as well as effects of other DPD parameters is also investigated. Rheological properties of dense particle suspensions has been investigated using DPD. Shear thinning behaviour of suspension of spherical particles is successfully captured, and suspension viscosity for high and low shear rates is in agreement with experimental results. For disks and rodlike suspensions, appropriate scalings of the viscosity with volume fraction are recovered. In contrast to the study by Boek et al., suspended particles (solute) are not treated as collection of discrete spheres, by Pryamitsyn et al., however particles are treated as a continuum and fluid is allowed to transmit shear to the particles. Hence the method includes equations of angular momentum to account for added rotational degrees of freedom. Lennard-Jones interactions were used to treat fluid-particle and particle-particle interactions. The method is able to capture the onset of glassy dynamics with increasing particulate volume fractions and the shear rheology results, with a single adjustable parameter, compared well with Stokesian dynamics simulations.

The soft repulsion form of the conservative force (Eq. 10), can be suitably altered to model multiphase systems which require gas and liquid co-existence. Using interaction potentials similar to those used in smoothed particle hydrodynamics a soft repulsion is combined with a long range attractive component to obtain gas-liquid co-existence, and gradients in density are incorporated via a van der Waals equation of state to simulate interfaces. With these modifications, liquid drops, capillary waves, and oscillating drops have been simulated. Implementation of wall or solid objects in DPD is an issue that needs to be addressed carefully. A simple way to incorporate a solid object is to locally freeze the portions of the fluid in order to represent the object. To simulate a colloidal system, the frozen particles that make up the sphere are moved using rigid body equations of motion. Due to the soft interaction potential, particles may penetrate the wall creating slip. To prevent this, a higher wall density is necessary, increasing the computational demand. Increasing the wall density tends to distort the flow field near the wall. Revenga et al. used three different types of reflection laws in 2D Couette flow. In specular reflection, the parallel components of the particle momentum are conserved and the normal component is reversed. Maxwellian reflection, in which the particle is reintroduced in the system, according to Maxwells velocity distribution centered at the wall velocity and bounce back reflection where all the velocity components are reversed. For large friction coefficients, all the reflection laws work well, but for small friction coefficients, specular and Maxwellian reflection produce slip, whereas the bounce back reflection creates an artificial temperature rise in one of the components. It is interesting to note that all these approaches suffer from anomolous density fluctuations near the wall. The density profiles show an increase in fluctuations with increasing the level of coarse graining for a Lennard-Jones fluid. An adaptive boundary is also suggested where the region near the wall is divided into bins. If the density obtained is higher than the desired density, the force contribution from the wall to the bin is reduced. Analogously, if the density is lower, then the force contribution from the wall is increased. The results obtained for laminar flow from this method are in very good agreement with Navier–Stokes results.

5.3. Polymers
It is easy to construct a polymer chain in DPD simulations using simple bead-spring models. Earlier studies of dilute polymer solutions using MD simulations showed that the ratio \( R_g/L \), where \( R_g \) is the radius of gyration and \( L \) is the simulation box length should be low (0.1 to 0.3) to minimize the effect of periodic boundary conditions. The bead-spring model is quite similar to the Rouse-Zimm bead-spring model for polymers. However, the bead in the DPD simulations represents a coarse grained part of a polymer chain. To verify that the DPD model is indeed useful in capturing essential physical phenomena, the scaling exponents for the radius of gyration and the longest relaxation time were calculated. For \( \zeta = 0 \), (\( \zeta \) is the solvent quality parameter) the results were in good agreement with the Rouse-Zimm theory. For good solvents (\( \zeta < 0 \)), as well as for poor solvents (\( \zeta > 0 \)), the scaling exponents were in agreement with the established theory. Extension of like chains under shear was found to agree with experimental studies, for small degree of coarsengraining. However, it is clear that the effects of polymer-solvent interaction is most important in determining the extent of excluded volume and hydrodynamic effects. The conformational relaxation function shows an exponential decay for short chains, which is in qualitative agreement with the Rouse-Zimm relaxation spectrum. For a ten bead chain, only three relaxation modes were observed in linear relaxation modulus which is in contrast with the
It is experimentally shown that the shear thinning of the intrinsic viscosity and first normal stress coefficient with increasing shear rate are also captured. The effect is more pronounced for the good solvent. Studies of the interfacial tension calculation in the simulation of the immiscible A/B homopolymer system show good agreement with the predictions from self consistent field theory. However, the obtained interfacial thickness is larger when compared with the self consistent field theory predictions. It is experimentally shown that the symmetric polymer \((A_mB_m)\), forms a lamellar phase, if the Flory–Huggins parameter is large, whereas the asymmetric polymer \((A_mB_n)\) does not form the lamellar phase. These results are also captured by DPD simulations and unstable phases such as gyroid phase, are not observed during the simulation. For the ternary system with the third component as a block copolymer of the first two, the study shows the reduction in the interfacial tension. Prediction of chain conformation in terms of an orientation order parameter are better than kinetic theory predictions when compared with light scattering data.

5.4. Complex Phases in Water–Surfactant Systems

DPD has been used to study various mesophases that are observed in oil–water–surfactant systems. Existence of various mesophases, such as the hexagonal, lamellar and isotropic phase are observed with a simple rigid dimer model in solution. This model was found to qualitatively capture the experimental phase diagram of the non-ionic surfactant–water system, however the cubic and two phase (water-surfactant) regions were not observed. With the flexible dimer model where the strength of the hydrophilic interaction is evaluated, the model is also able to predict micelle formation.

The phase behaviour of model lipid bilayers, has been investigated in great detail for both single and double chain lipids in the zero interfacial tension regime (using a combination of Monte Carlo moves). The beads that make up the tail have bond stretching as well as bond-bending potentials. The head groups are represented by a collection of 1-3 beads. For single tail chains a strongly interdigitated gel phase is observed at low temperatures and the extent of interdigitation reduced as the head–head repulsion parameter was decreased. An increase in the area per headgroup with temperature is in qualitative agreement with experimental data for smaller values of the head–head repulsion parameter. In these studies the melting transition between the low temperature gel phases and the high temperature \(L_{α}\) phase (Figure 7) is investigated and phase diagrams as a function of the head–head repulsion parameter and temperature are presented. Simulations with double tail lipids do not produce the low temperature interdigitated phase and the \(L_{β'}\) phase characterized by tilted monolayers is observed. As the temperature is increased the \(L_{β'}\) phase melts into the \(L_{α}\) phase. Adding an additional bead to the head groups (represented as three beads) was shown to increase interdigitation. A more detailed study of the phase behaviour of double tail lipids reveals phase diagrams that capture the low temperatures \(L_{α}\), \(L_{β}\) as well as the rippled phase which occurs in the transition between \(L_{α}\), \(L_{β'}\) and high temperature \(L_{ω}\) phases. The dependence of chain length and the addition of alcohol on the phase diagrams are investigated in detail.

In other bilayer simulations, a three body bond angle potential is used to control the stiffness of the hydrocarbon chain and this prevents the formation of the interdigitated phase over a wide range of tail lengths for single tail lipids. The strength of this bond angle potential is necessary to obtain other phases, as a function of tail length (degree of hydrophobicity). In the study of Li et al., in addition to spherical, cylindrical and disc-like micelles, reverse micelles, inverted hexagonal and bicontinuous structures are also obtained using DPD simulations. The stress distribution in a...
direction normal to the bilayer as a function of area per headgroup the corresponding interfacial tensions have been computed for a wide range of lipid architectures.\textsuperscript{231,232} The stress distributions show marked similarities to those obtained using MD simulations, with the area stretch modulus increasing linearly with an increase in the tail length.\textsuperscript{231}

The dynamics of vesicle (bilayer membrane encasing water) formation from a bilayer and an initial randomly dispersed surfactant in solution have been reported.\textsuperscript{234,235} Time taken for the vesicle to form was faster from an initial bilayer configuration when compared with a random initial configuration of lipids in water. Consistent with the experimental findings it is observed that vesicle formation is faster with double tail lipids. DPD has also been used to study the rupture of cell membranes by nonionic surfactants,\textsuperscript{207} budding and fission dynamics during phase-separating bilayers,\textsuperscript{236} influence of proteins on lipid bilayer structures\textsuperscript{200} as well as membrane fusion.\textsuperscript{237}

6. Summary and Perspective
Molecular simulation has proved to be a versatile and powerful tool to probe the structure and dynamics of systems from an atomic perspective. From the early computer simulations in the 50s and 60s on hard sphere systems, the development in both computing resources and advances in simulation techniques, enables us today to study systems with significantly increased complexity and scale. The review presents the breadth of systems that can currently be probed using molecular simulation techniques. The topics covered in this review represent systems of current scientific and technological importance, ranging from the behaviour of nanoscopically confined fluids, self assembled monolayers and a few systems at the mesoscale. The broad theme is the study of interfacial phenomena and the technological implications range from catalysis, gas storage, atomic scale friction, membranes physics to detergency. We would like to note that computer simulations have played a unique role in the development of statistical mechanical theories of physical systems, a topic not covered in this review. An early example is the development of liquid state theories whose predictive accuracy was tested against molecular dynamics or Monte Carlo simulation data. Advances in the application of density functional theories to study the structure of simple fluids in a variety of confinement geometries covered in this review is yet another example.

Although atomistic simulations based on either empirical force fields or force fields derived from quantum chemical calculations have been used widely in studying systems ranging from the solid state to biology, the need to study complex mesophases and their dynamics and structure has led to the development of a variety of novel methods in the last decade. These methods are rooted in the ideas of coarse graining. Coarse graining allows one to study complex structures at the mesoscale as revealed by the literature on dissipative particle dynamics (Section 5), and essentially involves a reduction in the number of degrees of freedom of the original system. Whether this can be achieved in a consistent framework from a bottom-up approach, resulting in tractable equations for the evolution of coarse grained system dynamics, yet preserving the thermodynamics of the original system, is still an open question.\textsuperscript{238,239}

In this review we have focused on simulation techniques that work well in any one single regime of length and time scales as depicted in the Figure 1. Clearly being able to bridge length and time scales across the various regimes is desired. This becomes important in many situations where the length and time scales probed in computer simulations are orders of magnitude different from the experiment, restricting one to make only qualitative predictions. We encountered one such situation in Section 4 where atomistic friction simulations using molecular dynamics, typically involve sliding speeds that are several orders of magnitude faster than those used in experiments. Hybrid simulations by Jiang\textsuperscript{172} and co-workers illustrates a methodology for coupling different time scales to make contact with experiments. With advances in nanoscience based technologies in either biology or advanced materials the need for a unified approach, where the macroscopic structure and dynamics at the continuum level can be bridged with the atomic or electronic states of the molecules presents the big challenge.
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